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What is Observability?

Automated and manual instrumentation

“Observability is a measure of how well internal states of a
system can be inferred from knowledge of its external outputs.”
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Three Options for Observability

Build and Run your Own

Difficult to manage and run at scale
Dedicated team to build monitoring versus solving business problems
Not as reliable as expected

Purchase a proprietary tool

Lock in
Not as interoperable
Less preferred by developers

Logz.io best of breed unified observability platform



Open Source Observability is Popular
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Figure 1: Monitoring is among top use cases for open source software
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Tracing Fundamentals

Goal: monitor, profile, and determine root cause

Causal relationships between Spans in a single Trace Temporal relationships between Spans in a single Trace
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What is tracing

Follow the end-to-end transaction
between sub-transactions (called

spans)

sub-transaction include dependant

transactions, especially in

microservices architectures
Measure errors, latency, and other
indicators across each span
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Popular Tracing Open Source Projects
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How we want to improve tracing solutions

Contributing back to Jaeger project specific features and capabilities

These also go into logz.io service since we have no conflict with on-premises users

Implement streaming analytics (Kafka Streams) versus Spark for dependencies
Exporting prometheus metrics off streaming for SLA measurement

New Ul capabilities to provide RCA

Linkages directly to Kibana from Jaeger (already in logz.io)

Participation in OpenTelemetry (more on this later...)

@ logz.io
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Tracing Standards

APls, Auto-Instrumentation Agents, Instrumented Libraries, Wire protocols

r<
Attempts N
ARM - 1996-2007 CLOUD NATIVE

COMPUTING FOUNDATION

(»4@
o/

OpenTracing - 2016-2019

OpenCensus - 2018* - 2019

OpenTelemetry - 2019 - Present

W3C Distributed Tracing Group - 2018 - Present
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https://en.wikipedia.org/wiki/Application_Response_Measurement

OpenTelemetry the big bet

Open approach to logging, metrics, and tracing

Single APl and SDK per language with agents and libraries
OpenTelemetry Collector which takes data and exportsto 1
or more “backends”

-

Currently in Beta, GA later this year..... but no Logging ‘ Telemet ry

Vendor driven with limited end users

Created by unifying OpenTracing and OpenCensus
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What does OpenTelemetry Include

&
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Telemetry
backend

Extensibility

Can auto instrument or manually instrument can be in process or on instance.

Collector can handle sampling and other decisions on data. Often will handle
multiple apps or machines. Handles multiple formats of telemetry.

Exporters are specific to the Telemetry Backend.
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Architectural Tradeoffs

S
QO%
Telemetry
backend
Extensibility
PROs CONs

Lots of flexibility in deployment models Lots of components to manage

Very pluggable to extend analytics Commercial tracing tools moved away from

throughout the lifecycle of the trace collectors to reduce time to value

@ logz.io
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How the industry is reacting
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Easier to swap out instrumentation and tools for observability
Agents are not differentiated between solutions
Move towards consumption + retention based pricing
Solution’s value comes from...

Data ingestion

Scale

Machine learning/Al

Ecosystem of integrations

Flexibility
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Vendor Reaction to OpenTelemetry

Watching or Supporting
Reluctantly

Aternity/Riverbed
Instana

Ignoring

Broadcom
AppDynamics/Cisco
Solarwinds
ManageEngine

Any other vendor not listed
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Sampling
What do we keep, and when?
How?

Simple (head-based) : percentage
Complex (tail-based) : conditional (error/ slow), user type (paying customers)

Where?

Client : Logic embedded inside application code, but can cause additional overhead and
issues. Cannot see full trace, only head-based.

Collector : Can apply post transaction sampling decisions, but often has latency and
storage implications. May not have all spans in trace.

Observability Platform : Decide when ingesting, but costs a lot of bandwidth. Scale
concerns of backend. Can send unsampled data and make decision after analyzing all data.

@ logz.io 18



Sampling in OpenTelemetry

Working on a pluggable framework, but not happening in 2020 ‘

Design: Decided before Span creation context is passed to a ‘ Telemet ry
sampler Which returns a sampling decision.

Built in Samplers:

AlwaysOn
AlwaysOff
TraceldRatioBased
ParentBased

@ logz.io 19



Overhead

Data collection creates resource constraints, but transactional impact can be direct or indirect
(ex: logging, metrics, and especially tracing)

In Band: Out of Band:

Sampling or other intelligence in
application creates additional

Done outside the application
minimizes transactional impact.
latency. Still uses resources, but not
directly impacted

S
APP °

Telemetry
backend
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Putting it together

Tracing is complex with many options and technologies to choose from
Projects available which are open-standard based
Sampling must be considered for any kind of volume

Experiment with open source or low cost tracing solutions to gain benefits
Free or Freemium options
Evaluate your observability strategy to align to standards

Tracing can be used to solve many operational and business problems think creatively

Contribute and participate in the community, everyone is very open in the open source
and open standards groups
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